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Research objectives: 
Data-Centric AI is the new approach to artificial intelligence that aims to enhance decisions that can be supported by high-quality, verified data (i.e., without errors) rather than just measuring the quality of algorithm predictions on test data. The success of the data-centric approach, therefore, depends on the ability to integrate and to correct the data form errors (i.e., "to prepare it"). 
However, when a large amount of data is available (often heterogeneous and constantly changing), integrating and preparing all the data is, in practice, impossible. Hence the goal of the research: to develop highly innovative algorithms and methods to automatically adapt the data integration and preparation process to the requirements of the applicatoin consuming the data (e.g., a ML model). A framework based on the cost / utility principle will be developed. The framewotk will direct the entire process of data integration and preparation considering: (i) the need for resources, i.e.,  the time and computational resources that can be used, thus defining the cost of the application; (ii) the impact that these operations have on the final output of the automatic learning algorithm, according to the "garbage-in / garbage-out" principle.

Proposed research activity
Expected activities (not limited to):
· The PhD student will study the state-of-the-art big data integration techniques and systems, performing benchmarking on real-world datasets
· The PhD student will work on the definition of a framework for supporting task-driven data integration; real-wold data sets and applications will be used for that (e.g., by exploiting programming/machine-learning competitions’ data and solutions)
· This will require a deep knowledge of machine learning techniques
· Deep learning approaches will be considered as well
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